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2 Cooperation history

Amba Kulkarni, a mathematician by training, did most of her research in Com-
putational Linguistics for South Asian languages. For many years, she was
working at IIT Kanpur in the team of Pr Rajiv Sangal, one of the main Indian
scientists in Natural Language Understanding and Artificial Intelligence, now
Head of IIIT Hyderabad. She is among other things the coordinator of mor-
phology generation for Indian languages at the national level. She has a special
interest and competence on Sanskrit linguistics and traditional grammar along
the Paninian school of Vyākaran. a.

Gérard Huet has had a long history of scientific cooperation with India, and
when he turned his research interests towards computational linguistics around
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2000, he chose the mechanical processing of Sanskrit as the choice application of
the finite-state machines toolkit Zen which he was designing. This activity lead
to the design and implementation of a Sanskrit Computational Linguistics plat-
form conceived as a coordinated set of Web services around a lexical database,
obtained mechanically from an original highly structured Sanskrit Heritage dic-
tionary. In 2002 the Zen Computational Linguistics library was first released as
free software. In 2003 the Sanskrit platform was first released as an interactive
Web site on Internet.

A major achievement of this early system was the solution of Sanskrit seg-
mentation, with a complete algorithm for sandhi viccheda implemented as a
special case of rational relations over formal languages (the so-called junction
relations). This algorithm and its proof were published for computer scientists
as [11], and explained to linguists and sanskritists as [13].

By 2006 it was clear that the topic of Sanskrit Computational Linguistics
was ripe for international collaboration, specially with Indian scientists and
traditional scholars (pan. d. ita). When the new department of Sanskrit Studies
was created at University of Hyderabad and Amba Kulkani named as its Chair,
a scientific cooperation between INRIA and University of Hyderabad was an
obvious starting point for this international effort. The newly introduced INRIA
scheme of “Équipe Associée” was deemed a perfect framework for the bootstrap
process. The original proposal (in French) may be consulted at the URL
http://yquem.inria.fr/∼huet/EA/proposition eq ass.html.

In the original 3-year plan, it was proposed to organize 2 workshops on
Sanskrit Computational Linguistics during the 3-year period. But soon it ap-
peared feasible to turn the joint team technical worshops into genuine scientific
events open to outside scientists, with refereed proceedings and invited lectures,
complementing the technical workshop proper. Thus was born the First In-
ternational Sanskrit Computational Linguistics Symposium, organized at the
INRIA Paris-Rocquencourt center in October 2007. This event was sponsored
by the funding of the “Équipe Associée”, and complemented with additional
help from both French and Indian institutions, as shown on the symposium
page at http://sanskrit.inria.fr/Symposium/.

This event had a considerable impact, since it really started a fully interna-
tional cooperation effort on this emerging new research topic. INRIA edited the
Proceedings, which were integrally published in the HAL virtual library, but
also edited video recordings of the talks, available at http://sanskrit.inria.
fr/Symposium/Program.html. One of the members of the Program Committee,
Pr Peter M. Scharf, from the Department of Classics of Brown University, pro-
posed to organize the next year a second edition of this event on his NSF funding,
and indeed in May 2008 the Second International Sanskrit Computational Lin-
guistics Symposium was organized at Brown University in Providence, Rhode
Island, USA. See http://sanskritlibrary.org/Symposium/. This event was
both a very successful scientific meeting, and the occasion of an intense work-
shop by virtually all international scholars involved in the discipline, as witness
the program at http://sanskritlibrary.org/Symposium/Program.html.

At this point Springer-Verlag contacted Gérard Huet, in view of regular
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publishing of the refereed proceedings of the Symposium in the Lecture Notes
Series. This was the turning point of the recognition of this scientific endeav-
our as a high-quality channel of research results in an interesting emerging
field. The series was inaugurated by the joint publishing of a selection of
the papers presented at the first two occurrences as a volume [15]. Soon fol-
lowed by the publication of the refereed papers presented at the Third Interna-
tional Sanskrit Computational Linguistics Symposium [22], organized by Amba
Kulkarni at Hyderabad University in January 2009 as part of our workplan
http://sanskrit.uohyd.ernet.in/Symposium/.

This third symposium, its first occurrence within India, was a grand success
because it involved the traditional scholars of Paninian grammar and allowed
them to participate to the scientific discussions on an equal footing with their
Western counterparts, be they linguists, philologists, or computer scientists. It
is to be noted that Paninian linguistics is by no means of only historical interest.
It was declared by Leonard Bloomfield, one of the leading linguists of the XXth
century and the founder of modern Indo-European linguistics, that no human
language had been so completely described as Sanskrit with Pān. ini’s grammar
(4th century BC) and the work of his successors. Thus it is of primary impor-
tance that the scholars of this still living tradition be involved in the scientific
investigation of computer modelling the structures of Sanskrit. It is also to be
noted that Sanskrit is not just a human language. Actually, it hardly qualifies
as a natural language, since it has been strictly streamlined as a formal medium
which has never been anyone’s mother tongue, but is learned as a prescriptive set
of rules, expounding phonology, morphology, syntax, semantics and pragmatics.
It rather qualifies as a knowledge representation system, refined over centuries
of use for scientific and philosophical debates, besides having a very rich littera-
ture, both religious and profane. Thus on one hand the Sanskrit Computational
Linguistics effort offers a field of investigation of far greater importance than
the small number of actual locutors of the language would predict, and on the
other hand the involvement of scholars trained in this tradition is of paramount
importance to its success.

The conference is now well established, and its fourth occurrence is un-
der preparation at Jawaharlal Nehru University by Pr Girish Nath Jha. It is
planned for December 2010, and the call for papers has been recently issued at
http://sanskrit.jnu.ac.in/conf/4iscls/index.jsp. The symposium has
established a Steering Committee which insures its continuity, while enforcing
its high scientific standards.

Regular exchange of scientists has taken place, besides the symposium/workshop
meetings. Researchers from both institutions have made extended stays at the
partner institution, financed by the joint team budget. For instance, Amba
Kulkarni will spend one month in November 2009 at the Rocquencourt center.
Gérard Huet, together with Peter Brown and a computer expert colleague, will
spend one month in December 2009 at the Hyderabad site. The University
of Hyderabad has determined that this collaboration was a strategic research
opportunity that should be encouraged, and has proposed to INRIA to sign a
Memorandom of Understanding officializing the join team collaboration within
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a bilateral financing scheme for the coming 3 years.

3 Research results

At the end of the first 3-year period, a lot of progress has been accomplished in
the cooperation. Each team has acquired expertise at using the tools and meth-
ods of the other site. Software has been exchanged and is regularly updated on
consistent configurations. Conversion software has been written in order to align
linguistic data to common representations. This permitted in particular the ex-
tensive comparison of the morphological generators by large scale benchmarks,
identifying problematic derivations and leading to significant improvements in
the performance of the tools on both sides. The Hyderabad site has access to
considerable linguistic resources, both textual and human, which the limited
human resources of the Rocquencourt side could not hope of developing inde-
pendently. Conversely, the advanced parsing machinery of the INRIA Sanskrit
Reader offers a parsing prototype which may integrate these linguistic resources
in a comprehensive computational framework. Thus, despite the imbalance in
human resources of both sides, the joint cooperation is a success.

The design of common morphological tags to insure interoperability of the
various software modules has turned out to be of greater complexity than ex-
pected. Sanskrit has a very complex morphology generative scheme, which in-
terleaves both with phonology and with syntax. Strict bottom-up computation
in a layered architecture is just too restrictive, and more elaborate distributive
morphology concepts have to be designed. Thus at this point we do not have
yet a common representation scheme allowing the use of common databases as
plugins to the software, and roundabout ways of translating them have to be
endured. Furthermore, the standardization effort has been somewhat slowed
down by the internationalisation of the endeavor. Thus we cannot just dictate
a standard from a Rocquencourt-Hyderabad coalition, but have to elaborate a
wide-consensus position, in a slower converging process.

Research achievements are judged principally by their publications. A bib-
liography follows, which gives the main references to the research conducted by
the team, specially on the French side. The current problematics, explaining
the research developments of the last 3 years and giving a set of new chal-
lenges for the next 3 years, is explained in the document (in French) which
proposes the renewal of the Équipe Associée for the next 3 years, and which is
available at http://yquem.inria.fr/∼huet/EA/Sanskrit09.html. This doc-
ument explains the widening of the collaboration, consistently with the growing
international cooperation on the theme.
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